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Interference of nematic quantum critical quasiparticles: A route to the octet model
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We study the effect of nematic quantum critical fluctuations on quasiparticle interference. We show that
nematic quantum critical fluctuations, which cause back and forth slushing of the d-wave nodes along the
underlying Fermi surface, provide a natural mechanism for the accumulation of coherence that has been

present in QPI experiments.
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Interference effects'™* suggest that the low-energy quasi-
particles (qp’s) in cuprate superconductors can maintain co-
herence under special circumstances. Such coherence is at
odds with observations of inhomogeneity at higher energy
scales.>® In particular, quasiparticle interference (QPI) im-
aging using scanning tunneling spectroscopy revealed a un-
usual form of coherence: accumulation of coherence only at
special points in momentum space (so-called “tip of
banana”).!>® The simplicity of the QPI image, a set of well-
defined dispersing peaks, is striking considering the com-
plexity of the real-space image.! made an insightful observa-
tion: the peak positions are determined by the eight tips of
the “banana” shaped qp equal-energy contours. However, a
key question remains of this “octet model”—what makes the
gp’s at the tips especially coherent to the extent that only
interference among qp’s at the tips remain visible.

Underlying the QPI interpretation of the Fourier trans-
form of the LDOS map N(7,w) is the assumption that the

modulated contribution ]V,-mp(cj ,w) results from coherent gp’s
scattering off sparsely distributed impurities. For conven-
tional metals where these assumptions hold, the modulations
in LDOS can be understood in terms of interference among
single-particle wave functions.!""!> However simple models
for the QPI in cuprates also in terms of free (Bogoliubov) qp
pictures'>"1> predict extended patterns which only overlap
with experiments at special points and efforts to resolve this
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discrepancy have been focused on fine tuning nature of scat-
ters in models'® or proposed description of pseudogap
phase.!” Here we show that a proximity to the nematic quan-
tum critical point (QCP) of a d-wave superconductor can
provides a robust mechanism for octet model without fine
tuning.

We start by noting that QPI phenomenology is missing a
scattering mechanism that discriminates banana tips from the
rest. Recently, it has been shown® that critical fluctuations
near the nodal nematic QCP have the correct symmetry to
introduce such additional scattering from strong correlation
effect. “Nematic” here refers to a broken-symmetry phase in
which the fourfold rotational symmetry of the crystal is bro-
ken down to a twofold symmetry [see Fig. 1(a)]. In a d-wave
superconductor, such additional symmetry-breaking results
in a shifting of the nodal positions away from their fourfold
symmetric locations.'® At the nodal nematic QCP, we found®
that the softening of the nodal positions introduces strongly k
dependent decoherence that brings in stark contrast between
the tips, where gp’s remain coherent with long lifetime, and
the rest of the equal-energy contour, where qp’s get severely
damped [see Figs. 1(b) and 1(c)].

Our results show that k dependent decoherence due to
nematic fluctuations can explain QPI peaks in Fourier trans-
form LDOS. We further argue for the uniqueness of this
route based on (1) the severely restricted qp scattering

(b) i

FIG. 1. (Color online) The electron spectral distribution at the nodal nematic quantum critical point in the linearized approximation (taken
from Ref. 9). (a) proposed phase diagram inside the superconducting dome, where x is a tuning parameter. Note the change in location of the
nodes through the phase transition. (b) Equal energy contour at =3 meV and the connecting § vectors of the banana tips. The §; are colored
blue and red depending on whether they connect k points with the same or opposite sign of the d-wave gap A. (c¢) blowup of the momentum
distribution A(k,w=3 meV) of the spectral function near one node. Note the sharpness of the momentum distribution at the banana tip
shown in the inset.
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mechanisms in a d-wave superconductor due to their limited
phase space!® and on (2) direct evidence for nematic order-
ing in underdoped cuprates.'® Also, both the glassy nematic
behavior in underdoped Bi,Sr,CaCu,0g, s (Ref. 8) and the
doping dependent flattening of the near-node gap slope
Bi,Sr,CaCu,0yg, s (Refs. 2 and 20-22) are consistent with
increasing degree of nematicity upon underdoping.

In a many-body setting, one can capture the modulation of
local density of states (LDOS) resulting from isolated impu-
rities using the T-matrix formalism (see for example Ref. 15)

which expresses the energy resolved LDOS ﬁ,»m,,(cj,w) at
wave vector ¢ as

Nimp(q)’ (.0) =-2 sgn(w)Im f dlz[é(lg'i' 67’ (1.)) j\‘é(lz, w)]ll

(1)

where G(k,®) is the (2X2) single-particle Nambu matrix
propagator in a superconducting state without impurity scat-
tering and T is the impurity potential in the weak (perturba-
tive) impurity limit. Here T depends on the type of impurity.
For a charge impurity which is antisymmetric in Nambu
space, 7= V.63, while T= VI for a magnetic impurity and
T= V6, for a d-wave superconducting gap impurity (which
has momentum dependence®*?#), both of which are symmet-
ric in Nambu space (; are Pauli matrices acting on Nambu
spinors).

Clearly ]Vimp((j ,w) in Eq. (1) is the amplitude modulation
for the overlap between two qp states with wave vector k
and l€+1j scattering off the impurity. Hence high intensity
in ﬁi,np(q,w) require given ¢ to connect high density of
coherent (long-lived) gp states. McElroy et al.' and Wang
and Lee!® noticed that the spectral density Im G is accumu-
lated at the k points at the eight tips of the “banana” con-
tours. Further, autocorrelation analysis of ARPES spectra
which measures spectral weight supported this phenomeno-
logical connection.”® However, this similarity is not repro-
duced by calculations of relevant quantities. Hence peaks
observed in QPI requires a mechanism that brings special
coherence to the tips as well as enhanced spectral weight.
Such a mechanism has been unknown.

The nature of the propagating single gp states is encoded
in the Nambu matrix propagator G entering Eq. (1). If, in
between impurity scattering events, the qp’s experience col-
lisions with critical nematic collective modes, a self-energy

S is induced (see, e.g., Ref. 27)
G'=G,'-3. (2)

Here Qo is the free Bogoliubov gp propagator of a BCS su-
perconductor. In order to capture the nematic critical fluctua-
tions, we use the self-energy defined in Ref. 9 (see also be-

low). In the context of the cuprates, C;O(lg ,w) takes the form

PHYSICAL REVIEW B 81, 132501 (2010)

Gal =(w+i0)l - gioy — Ajo, (3)

where gf is the dispersion of the normal-state qp’s and Aj
=Ay(cos k,a—cos kya) is the d-wave pairing amplitude. In
the low energy long-wavelength limit, we can approximate
this QO by linearizing around the four gapless nodal points
P2 2. A2 .

k=~ K where the qp energy &=+/e;+A; vanishes,

961 |near node K= (w + 15)]1 - UF(kx - Kx)&S - UA(ky - Ky)é-l .
(4)

Linearizing e and A given in Ref. 28 based on photoemis-
sion data, we find v;=0.508 and v,=0.025 in units of
eV(a/m). (Note that the resulting anisotropy ratio vyp/vy
=20.3 is large and consistent with the value of 19 inferred
from thermal-conductivity measurements. ')

Intuitively one can understand angle dependence of the
nematic fluctuation effects from transverse gauge-fieldlike
nature of the nematic fluctuation.” Just like electromagnetic
wave generated by a dipole antenna propagates in the direc-
tion transverse to the dipole moment oscillation, nematic
fluctuation effect is most severe in the direction transverse to

the back and forth motion of nodes. The self-energy EA(ﬁ , )
should be computed numerically® unless the gap slope hap-
pens to be equal to the fermi velocity (vp=v,=v), in which

case 2(p,w) has a closed-form expression:

ol —vp, 65 +vp, G [2 ( A? )}

3712 3TN D 1o

EA(ﬁ, w) =
&)

Note that the Im 3(p, ®), which gives decay rate to qp with
momentum ¢ and energy w is large and finite when there is
enough energy to loose to critical fluctuations w>uvlp|.
When v;>v, as in cuprates, '© there is additional logarithmic
contribution to the self-energy matrix which effectively flat-
tens the gap slope further without affecting the effective
fermi velocity.>?® [Intriguingly, systematic flattening of the
gap slope with underdoping recently observed in
Bi,Sr,CaCu,0g, s (Refs. 2 and 20-22) could therefore be re-
lated to this effect.] As a result, the gp’s at the tips no longer
have sufficient energy to loose to critical fluctuations and this
kinematic constraint leads to the coherence contrast. Further-
more this effect is robust against vertex corrections which
were ignored in Eq. (2) effects ignored in Eq. (2). Such cor-
rections are generally unimportant for “free” particles while
they will not improve the coherence of qp’s in the transverse
direction that are already damaged.

The most prominent effect of nematic quantum critical
fluctuations is to reveal isolated peak positions in the QPI
intensity. Compare the linearized Bogoliubov qp’s without
and with nematic critical fluctuations in Fig. 2 demonstrates.
Figure 2(a) shows extended and broad line shaped segments
and the less extended but faint patterns. The vectors §; con-
necting the tips of bananas shown in Fig. 1(b) are overlaid on
the intensity plot in Figs. 2(b) and 2(c). Clearly, ¢3, ¢4, and
g7 land on the broad line shaped segments but the rest of ¢;
vectors point to very faint features. This is inconsistent with
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FIG. 2. (Color online) (a) QPI Fourier amplitudes \N(qx,qy,w=9 meV)| for free Bogoliubov qp’s with linearized dispersion. (b) QPI
Fourier amplitudes at the nematic QCP in the presence of scalar (nonmagnetic) impurities (§; i={2,3,6,7} label the constructively
interfering peaks) (c) QPI Fourier amplitudes at the nematic QCP in the presence of magnetic impurities (§;, i={1,4,5} label the construc-
tively interfering peaks). The §; vectors, defined in Fig. 1(b) are precisely those specified in the octet model of Ref. 1. Note that at all g; the
QPI Fourier amplitudes are dramatically enhanced at the Nematic QCP. We used a gray scale where black represents intensities greater than

a fixed threshold that is the same for all plots.

the experiments showing well defined peaks at all §; vectors
albeit with varying intensities. On the other hand, nematic
quantum critical qp’s allow for unambiguous identification of
all g; vectors. (Note that the intensity is higher for sign re-
versing scattering vectors ¢,, ¢3, gg, and g; when the QPI is
due to charge impurities. This is consistent with the trend
observed in superconducting Bi,Sr,CaCu,0s, 5.">%??) Such
contrast between free qp’s and nematic quantum critical qp’s
are more quantitatively displayed in line cuts in Fig. 3 along
g, direction and ¢, direction.

Constructive and destructive interference effects in Fig.
2(b) further signifies the interference origin of the peaks.
There are two classes of scattering §; vectors connecting k
space points in a d-wave superconductor, depending on
whether they connect points with the opposite sign of the gap
[92, g3, g6, q7 (red) in Figs. 1 and 2] or the same sign of the
gap [ql, g4, g5 (blue) in the same figures]. Each of these
classes of g; vectors can be associated with constructive or
destructive interference depending on the nature of the im-
purity scattering center.'>!* For the charged impurity poten-
tial which is asymmetric in Nambu space (charged impurities
affect particles and holes differently), sign reversing G;’s are
expected to yield constructive interference. On the other
hand, both magnetic impurities V,,I and pair scattering cen-
ters V,d; which are symmetric in Nambu space are expected
to yield constructive interference for sign-preserving g;’s
What is new here is that nematic critical fluctuations clearly
reveal the octet peaks through the accumulation of coherence
at the tips in the k space equal-energy contour, and hence
enable sharp comparison between QPI’s induced by different
types of impurity scattering centers. This reasoning is clearly
borne out in the line cuts (Fig. 3).

One way of tuning the degree of such constructive and
destructive interference is to introduce vortices. A vortex can
act both as a pair field impurity due to its core and as a
magnetic impurity due to screening currents. Since both the
pair field impurity and magnetic impurity are symmetric in
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FIG. 3. (Color online) Normalized LDOS line cuts of the inter-
ference signal along the ¢, (or the [100]) direction and along the g
(or [110]) direction. All plots have the same y-axis scale. (a) weak
features of a BCS d-wave superconductor. At the nematic QCP (b)
shows scalar impurities inducing constructive interference at ¢; and
Gs, and destructive interference at g3 and ¢, while (c) shows the
opposite behavior for the case of magnetic impurities. QPI due to a
pairing impurity Va4, has a qualitatively similar pattern to (c) (not
presented).
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Nambu space, vortices would shift the QPI intensity toward
sign-preserving vectors as shown in Figs. 2(c) and 3(c). This
trend is in remarkable agreement with recent unpublished
magnetic field dependence studies of QPI by 7. Hanaguri et
al.*" Scattering due to thermally excited vortices should also
lead to a similar trend of enhancing peaks at ¢, ¢4, and gs
upon raising temperature.

In summary, we have shown that nematic critical fluctua-
tions provide a natural mechanism for the accumulation of
coherence that can lead to well defined peaks in the QPI map
in a manner that is consistent with the existing experimental
literature. Octet vectors ¢; were unmistakably revealed
through a straightforward calculation. One open question is
how to resolve the disappearance of the dispersing QPI peaks
that accompanies the emergence of nematic glass features at
high energy scales.?? This is a subject for future study. Per-
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haps the most tantalizing question one could ask would be
whether nematic quantum critical fluctuations provide the
unique mechanism for the existence of dispersing QPI peaks.
If the octet peaks in cuprate are indeed evidence of nematic
fluctuation, they will disappear in the isotropic phase which
is likely to be the overdoped regime. We also expect the
contrast for dispersing signals in FT-STS to weaken at en-
ergy scales below T, (i.e., outside the quantum critical re-
gime, see Fig. 1).
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